Regression




Regression vs. density estimation

Density estimation is nonparametric: no functional form for the shape of
the distribution, or relationship between the variables, is assumed. It is
usually applied to 1- or 2-dimensional problems.

Regression differs in two respects:

- * Itaddresses problems where one seeks to understand the




Classical regression model:
EI.YIX] = f(X,0) +¢€

“The expectation (mean) of the dependent (response) variable Y for a




Warning

Astronomers may be using classical regression too often, perhaps due
to its familiarity compared to other (e.g. nonparametric) statistical
methods.




The error term ¢

There may be different causes of the scatter:

* |t could be intrinsic to the underlying population (‘equation error’).
This is called a “structural regression model’.




Parameter estimation & model selection

Once a mathematical model is chosen, and a dataset is provided, then the
‘best fit’ parameters are estimated by one (or more) of the techniques
discussed in MSMA Chpt. 3:

e Method of moments

* Least squares (L,)

* Least absolute deviation (L,)

* Maximum likelihood regression
* Bayesian inference




Important!
In statistical parlance, linear’ means 'linear in the
parameters 3/, not ‘linear in the variable X’.

Bo+ X + X2+




Examples of non-linear regression functions:

y X\ [si(Pareto)
— — power aw areto
: (ﬁo) G skl iskisssS—
_ Bo
of 1+ (X/B,)? Te

Bo+ Brcos(X + B2) + Basin(X + B2) + €
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P2+ B X for X >z,



Assumptions of OLS linear regression

The model is correctly specified (i.e. the population truly follows the
specified relationship)

The errors have (conditional) mean zero: E[¢|X] =E[e] =0
The errors are homoscedastic, E[e.2| X] = 62, and uncorrelated, E[e;g;] = 0 (i=))

For some purposes, assume the errors are normally distributed, €| X ~ N(0,0?)




A very common astronomical regression procedure

Dataset of the form: (X;.ox ;. Y:.0v;)
(bivariate data with heteroscedastic measurement errors with known variances)

Linear (or other) regression model: v, — 3, + 3, X, + ¢,

Best fit parameters from minimizing the function: o z": (¥ —332— BiX;)?

i=1




However, from a statistical viewpoint ....

... this is a non-standard procedure! Pearson’s (1900) chi-square
statistic was developed for a very specific problem: hypothesis testing
for the multinomial experiment: contingency table of counts in a pre-
determined number of categories.
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